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SUMMARY

Flooding due to the failure of a dam or dyke has potentially disastrous consequences. This paper presents
a Godunov-type finite volume solver of the shallow water equations based on dynamically adaptive
quadtree grids. The Harten, Lax and van Leer approximate Riemann solver with the Contact wave
restored (HLLC) scheme is used to evaluate interface fluxes in both wet- and dry-bed applications. The
numerical model is validated against results from alternative numerical models for idealized circular
and rectangular dam breaks. Close agreement is achieved with experimental measurements from the
CADAM dam break test and data from a laboratory dyke break undertaken at Delft University of
Technology. Copyright © 2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION

World-wide, floods are likely to become increasingly severe and more frequent due to climate
change, population growth, land-use, irrigation, deforestation, and urban development on flood
plains. River flood defences usually consist of dams (which control river flows) and dykes
(which act as lateral barriers). Numerical models for prediction of dam- and dyke-break
hydrodynamics are essential analysis tools in the design of flood defence systems and for
flood warning, control and management. However, accurate predictions of dam- and dyke-
break flows pose a major challenge because of the steep free surface and velocity gradients
that occur in such flows.
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The first numerical dam-break models involved application of the method of characteris-
tics to the 1D St Venant equations or the 2D shallow water equations (see e.g. References
[1-3]). In non-conservative form, the characteristic equations correctly propagate information
according to the physics of the flow field, provided the variables are smoothly variable (i.e.
differentiable). However, for the discontinuous (shock-type) flows that occur in dam breaks,
the governing equations must be in conservation form and shock-fitting approaches are re-
quired [4].

Stable non-oscillating high-resolution schemes for dam break simulation have been based on
combinations of the total-variation-diminishing (TVD) concept with classical finite difference
methods. Garcia-Navarro et al. [5] and Aureli et al. [6] combined the MacCormack explicit
scheme with the TVD technique. Garcia-Navarro et al. [7] found that this scheme was superior
to first-order Lax—Friedrich and second-order MacCormack methods when simulating flows
with steep gradients. Rahman and Chaudhry [8] presented a 1D MacCormack finite difference
scheme to simulate dam-break flow with grid adaptation. Although widely applied to dam-
break simulations, the finite difference technique has the major drawback that it does not
observe strict conservation of mass and momentum.

Weighted residual methods, such as the finite element method (FEM) and finite volume
method (FVM), are increasingly used for simulating dam-break hydrodynamics in arbitrary-
shaped flow domains. The methods utilize the integral form of the conservation laws, and
thus properly conserve mass and momentum. However, the FEM (e.g. Reference [9]) can
experience difficulty when both subcritical and supercritical flows are encountered [10], a
feature of all dam-break flows. Moreover, FEM is computationally more expensive, so is less
commonly used than FVM for simulating dam-break flows.

In applying the FVM method to solve dam-break problems, it has become commonplace
to use Godunov-type shock-capturing schemes. Alcrudo and Garcia-Navarro [11] developed
a finite volume Godunov-type numerical model of wet-bed dam breaks. The inviscid 2D
shallow water equations were solved on a fixed rectangular grid and a body-fitted co-ordinate
system, with interface fluxes evaluated using the Roe-Pike [12] scheme. Zhao et al. [13] solved
the inviscid 2D shallow water equations with Osher’s [14] approximate Riemann solver on
an unstructured grid. Anastasiou and Chan [15] presented a model for 2D shallow water
equations based on a Godunov-type second-order finite volume method using Roe’s [16]
approximate solver on an unstructured mesh. Sleigh et al [17] developed a finite volume
numerical model for 2D river and estuary shallow flows with wet-dry boundary interfaces on
dynamically adaptive triangular unstructured grids. Toro [4] gives a comprehensive review of
recent developments in Godunov-type finite volume solvers for dam-break hydrodynamics.

In floods where there is a wet—dry interface it is important to model the contact wave
properly [4], otherwise a spurious shock front may be predicted. To this end, Toro et al
[18] proposed a Harten, Lax and van Leer approximate Riemann solver with the contact
wave restored, called the HLLC scheme. However, prediction of contact discontinuities and
oblique shocks was not satisfactory due to the first-order accuracy of the scheme, and so
methods were developed to extend the Godunov-type HLLC scheme to second-order accuracy.
Toro [19] derived the weighted averaged flux (WAF) method for constructing second-order
Godunov-type schemes, which has been successfully applied to dam-break simulation (see e.g.
References [20,21]). Second-order accuracy is also provided by monotone upwind schemes
for conservation laws (MUSCL) [22,23]. Hu et al. [24] and Causon et al. [25] have used
the MUSCL scheme to predict dam-break flows.
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This paper presents a Godunov-type finite volume solver that is based on dynamically
adaptive quadtree grids and is applicable to both wet- and dry-bed dam/dyke-breaks. The
model is extensively validated for benchmark idealized circular and rectangular dam breaks. It
is then applied to a dam break into an open channel containing an elbow junction (CADAM
test) and to a dyke break in a laboratory basin (Delft University of Technology study).
Accurate results are obtained at high resolution due to the hierarchical nature of the quadtree
grids, which are refined locally in regions of high flow gradient.

2. QUADTREE GRID

Quadtree grid generation is fast, automatic and robust. The procedure has been described in
detail by Greaves and Borthwick [26] and Borthwick er al [27], and so is summarized as
follows:

(1) Scale the physical flow domain so that it fits within a unit square.

(2) Divide the unit square into four equal quadrant cells.

(3) Check each cell in turn, and subdivide if necessary according to specific subdivision
criteria.

(4) Carry out further cell subdivision to ensure that no cell has a side length more than
twice the size of its neighbours.

Two sets of subdivision criteria are used. The first relates to the discretized boundary geom-
etry of the shallow flow domain, which is represented by a set of seeding points. Here, a
cell is divided when it contains two or more seeding points and its subdivision level is less
than the maximum specified. The second set of criteria relates to internal flow features, such
as the root mean square values of the free surface gradients or the depth-averaged velocity
component gradients. In dynamically adapting the grid, cells are added through further sub-
division (enrichment) or removed (coarsened) by comparing the root mean square values to
a look up table of prescribed maximum and minimum r.m.s. gradients.

Figure 1 shows an example regularized grid obtained about four seeding points located at
(0.30, 0.16), (0.30, 0.16), (0.57, 0.91) and (0.91, 0.57), with the maximum subdivision level
set to 4. During the grid generation process, a hierarchical data structure is simultaneously
created as illustrated in Figure 2. The data structure comprises an integer tree of cell infor-
mation where each cell has a parent pointer and four child pointers if they exist. A unique
identification number consisting of a concatenation of local reference numbers is also given to
each cell, which is determined during recursive division of the unit square. At any arbitrary
level, the local reference numbers are defined so that 11, 21, 12, 22 denote the northwest,
northeast, southwest and southeast quadrants. In order to give all cells identification numbers
of the same length, trailing zeros are added to the end of identification numbers for cells that
are at a lower level than the prescribed maximum subdivided level. The subdivision level is
equal to the number of pairs of non-zero digits in the identification number. In Figure 1, cell
28’s identification number is 12211200, and so its subdivision level is 3. Table I lists the
cell information corresponding to the quadtree grid presented in Figure 1. In the neighbour
finding algorithm, the identification number of the cell under consideration is manipulated to
give the identification numbers of five outer hypothetical neighbours (including adjacent and
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38 39 18 19
2 3
40 41 20 21
30 31 26 27
; 34 35
32 33 28 29
14 15
22 23 % 11
16 17
¢ 36 37
24 25 12 13

Figure 1. Regularized quadtree grid.
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Figure 2. Hierarchical data structure.

corner neighbours) at the same subdivision level. The present method uses the fact that the
three sister cells of a given leaf cell must exist and be neighbours. This is more efficient
than the method of Greaves and Borthwick [26] which treated the sister cells as hypothetical
neighbours. The nearest common ancestor (NCA) of the cell under consideration and each
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Table I. Cell information for the quadtree grid in Figure 3.

Cell number Reference number Parent pointer Child pointers
1 00000000 0 2 3 4 5
2 11000000 1 38 39 40 41
3 21000000 1 18 19 20 21
4 12000000 1 6 7 8 9
5 22000000 1 34 35 36 37
6 12110000 4 30 31 32 33
7 12210000 4 26 27 28 29
8 12120000 4 22 23 24 25
9 12220000 4 10 11 12 13
10 12221100 9 14 15 16 17
11 12222100 9 — — — —
12 12221200 9 — — — —
13 12222200 9 — — — —
14 12221111 10 — — — —
15 12221121 10 — — — —
16 12221112 10 — — — —
17 12221122 10 — — — —
18 21110000 3 — — — —
19 21210000 3 — — — —
20 21120000 3 — — — —
21 21220000 3 — — — —
22 12121100 8 — — — —
23 12122100 8 — — — —
24 12121200 8 — — — —
25 12122200 8 — — — —
26 12211100 7 — — — —
27 12212100 7 — — — —
28 12211200 7 — — — —
29 12212200 7 — — — —
30 12111100 6 — — — —
31 12112100 6 — — — —
32 12111200 6 — — — —
33 12112200 6 — — — —
34 22110000 5 — — — —
35 22210000 5 — — — —
36 22120000 5 — — — —
37 22220000 5 — — — —
38 11110000 2 — — — —
39 11210000 2 — — — —
40 11120000 2 — — — —
41 11220000 2 — — — —

hypothetical neighbour is determined, and the actual neighbour is then found by tracing the
data tree downwards from the NCA until an undivided leaf cell is located. When regularizing
the grid so that no cell has more than twice the linear dimension of its neighbour, the proce-
dure is made most efficient by working outwards from those leaf cells of highest subdivision
level so that the number of neighbouring cells to be checked is minimized.

Copyright © 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 46:127-162
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Figure 3. Quadtree grid for river bifurcation geometry.

Boundary identification is performed on the initial quadtree grid before regularization. Each
cell is checked by drawing two lines starting from the cell centre in the positive and negative
y-directions until reaching the edge of the unit square. For each of the two lines, the number
of intersections between it and the boundary is recorded. If both numbers are odd, then the
cell lies within the flow domain; otherwise it is outside the boundary. The same approach
may also be applied in the x-direction. The boundary perimeter, which is described by seeding
points, is approximated by linear interpolation. Each cell is given a flag to indicate whether it
lies entirely outside the computational domain. Grid regularization is only performed on those
cells that lie inside the boundary or lie on the boundary.

In order to validate the performance of the grid generator, it has been used to create a
quadtree grid for the benchmark case of a river bifurcation geometry [27,28]. A total of 3143
seeding points are used to define the discretized river geometry, which is normalized to fit
within the unit square root cell. The maximum level of resolution is set to 9 and regularization
is carried out over the entire unit square. The resulting quadtree grid depicted in Figure 3 has
a total of 12293 cells, of which 9220 are undivided leaf cells. The grid is identical to those
obtained by Yiu et al [28] and Borthwick et al [27]. On a Pentium 800 MHz computer,
the CPU time for the entire grid generation process is 1.8 s, and is significantly faster than
the aforementioned methods. This is due to fewer hypothetical neighbours being considered
for neighbour finding and the more efficient single sweep regularization algorithm, which
commences from the highest level leaf cell. The example also demonstrates the ability of the
quadtree grid to provide locally high resolution where the geometry is most complicated.
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Figure 4. Natural neighbour interpolation for flux calculation.

Natural neighbour interpolation [29] is used to estimate fluxes at interfaces with different size
adjacent grid cells, and in calculating new cell-centre values during grid adaptation. Natural
neighbour interpolation is a weighted-average method that uses the immediate neighbouring
data points to calculate the interpolant. The method involves using a Voronoi diagram to
divide a planar area about a given set of data points. When an arbitrary point is inserted
into the existing domain, a new cell and hence new Voronoi diagram are produced. The
natural neighbours of the new cell are composed of all cells whose area has contributed to
the formation of the new cell. The data value z for any inserted new point is expressed as

Z:éiizi (1)

in which m is the number of the natural neighbours, 1; =a;/a, where a; and a denote the
contributed area from the ith natural neighbour and the area of the new cell, respectively (4;
is the so-called Sibson co-ordinate with respect to the ith natural neighbour), and z; is the
data value of the ith natural neighbour. The sum of the Sibson co-ordinates is obviously equal
to 1. On a regularized quadtree grid (where there is at most one hanging node located at the
middle of a cell interface) the number of grid configurations encountered during interpolation
is limited to three primary patterns; all others are obtained by rotation. It is therefore more ef-
ficient to derive interpolation formulae for these cases than to use a general natural neighbour
interpolation scheme. The interpolation scheme must ensure that fluxes are conserved. Figure 4
shows the three primary configurations for a regularized quadtree grid. N, is located at the
centre of the cell of interest and N5 at the centre of the larger adjacent cell. An interpolated
value is required at point P (centred in the northwest quadrant of the undivided cell N3). The
original Voronoi areas are indicated by solid lines and the new tile (formed after point P
has been inserted into the tessellation) is indicated by dashed lines. The contribution of each
natural neighbour consists of the overlap area with that of the new tile. Calculation of the
contribution area simply involves dividing a polygon into triangles and summing appropri-
ately. The first case is illustrated in Figure 4(a), where the inserted point P has five natural
neighbours represented by N, N,, etc. The resulting Sibson co-ordinates with respect to the
natural neighbours are

A =23/96; 1, =1/48; A3 =23/48; Ay =1/48; 15=23/96 (2)
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For the second case, in Figure 4(b)
A1 =32/129; 2, =2/129; 13 =068/129; J14=6/43; 15s=3/43 3)
For the third case, in Figure 4(c)
A =22/69; 1, =1/69; A3 =34/69; J4=4/23 4)

A similar approach is implemented when considering interpolation on enriched and coars-
ened grids during adaptation.

The natural neighbour interpolation is chosen herein due to its superior accuracy over
alternative interpolation techniques [30]. Furthermore, the scheme is easy to implement on a
quadtree grid because the hierarchical tree structure facilitates the identification of possible
natural neighbours, while limiting the number of cells that need to be considered.

3. SHALLOW WATER EQUATIONS

In differential hyperbolic conservation form, the shallow water equations with the hydrostatic
pressure assumption and omitting the viscous terms can be written as [31]

ou of Og

where u is the vector of conservative variables, f and g are flux vectors, and s is the vector
of source terms. The vectors are given by

¢ uh
u=|uh|, f=|uh+3g(*+2Ch)
| vh uvh
_ oh 0
g= uvh and s = | (Tyx — T )/P — 9LSox + hfv
| Pht L g +20hy) (Tuy = Ty)/p = 9580y — hfu

where { is the water elevation above still water level (hs); h (= hs+() is the total water depth;
u and v are depth-averaged velocity components in the x- and y-direction, respectively; ¢g is
acceleration due to gravity; f is Coriolis parameter; p is water density; 75, and 7, are bed
friction stresses; 7,, and 7, are surface stresses; and S,. (=—0hs/0x) and S,, (=—0hs/0y)
are bed slopes in the two Cartesian directions. Equation (5) ensures that the flux gradient and
source terms are balanced mathematically, thus removing any need for additional numerical
treatment when implementing an approximate solver in a Riemann scheme (see Reference
[32] for details).

The bed stress terms represent the effect of bed roughness on the flow and may be estimated
by using the following empirical formulae:

T = pCru/u?> + 1> and 1, = pCrvv/ u? + 12 (6)
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The bed roughness coefficient C; can be evaluated from the Chézy friction law, Cy=g/C?,
where C is the Chézy coefficient. Alternatively, C; can be evaluated using C;=gn?®/h'/,
where n is the Manning coefficient.

With this set of balanced shallow water equations, the evaluation of source terms becomes
trivial and easy. All the source terms can be evaluated within the grid, more precisely at the
grid point, where the calculation is undertaken using the local values of the flow variables. In
particular the bed slopes that are expressed in terms of the still water depth can be normally
obtained analytically since the still water depth is related to the geometry of the problem
domain that is known in advance. It is noted that the surface stresses and Coriolis effect in
the source terms are neglected in all cases considered in this paper due to the relatively small
computational domain for dam- and dyke-break problems.

The shallow water equations (5) form a system of conservation laws. Consider the flux
Jacobian A, which is given by

0 My ny
A= | (¢ —uP)n,—uon, 2un,+on, un, @)
—uvn, + (c¢* —v*)n, vny uny + 2vn,,

where ¢ (=+/gh) is wave celerity, n, and n, are the Cartesian components of the unit vector
n in the x- and y-directions, respectively. n is defined as n= [n, n,|" and |n|=/n2 +-n2 =1.
The eigenvalues of the matrix A are

Al =une+uvn,—c, Jly=ung+vn,, A3=un;+uvn,+c (8)

which are all real and, provided ¢>0, i.e. #>0, they are also all distinct. This confirms
the hyperbolicity of the foregoing 2D shallow water equations. The associated right and left
eigenvector matrices are given by

uny+wvn, 1 ne ny
1 0 1 2¢ 2 2 2
R=|u—cn. n, u+cn, and L= —(un, — vny) n, —ny 9)
v—cn, -—-ny v-+cn, unyt+on, 1 ng ny
2c 2 2c 2c

4. GODUNOV-TYPE NUMERICAL MODEL

4.1. HLLC approximate Riemann solver

Herein, the shallow water equations (5) are solved on quadtree grids, using a second-order
Godunov-type scheme based on the HLLC approximate Riemann solver and MUSCL-Hancock
method. The explicit updating conservative finite volume formula corresponding to Equation
(5) is expressed as [4]

n+1 n

At At
Ui =wt AL (fizvn —fiy1) + Ay (8ij—12 — 8ij+12) + Als; (10)
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Figure 5. HLLC solution structure of the Riemann problem.

where subscripts i and j are the cell indices in x- and y-direction, respectively; superscript »
denotes time level; At is the time step; Ax and Ay are the grid sizes along x- and y-direction,
respectively; and f;_;,; and f;» ; represent the fluxes through the left- and right-hand side
cell interfaces, g;;_1, and g; ;.1 are the fluxes through south and north cell interfaces,
respectively. In the HLLC approximate Riemann solver (whose solution structure is depicted
in Figure 5), the interface fluxes f;,, ; are evaluated from

fi if 0SS,

P f.o if SL<0<Sm (11)
fr if SM<O<Sk
fr  if 0=5r

where fp =f(up), fr =f(ur) with up and ur representing the left and right Riemann states
of a local Riemann problem with the subscripts L and R denoting left and right respectively,
f.. and f,r are the numerical fluxes in the left and right parts of the middle region of the
Riemann solution which is divided by a shear (contact) wave, and Sp, Sy and Sg are the
speeds of the left, shear (contact) and right waves. In Equation (11), using subscripts 1 and
2 to denote the first and second components, respectively, of the flux vector f, f,; and f.x
are expressed as

S fi
fa=1| for |, fr=| for (12)
Sr-uL SR

where v and vg are the left and right initial values of a local Riemann problem for the
tangential velocity component (Figure 5), and f;- and f,- are calculated using the HLL
formula given by Harten et al [33],

_ Sefy — Sifr + SLSr(ur —up)

f.
Sk — S

(13)
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In order to apply the HLLC scheme properly to the shallow water equations, it is important
to identify the correct wave speeds, S., Sv and Sg. Fraccarollo and Toro [20] recommend
the use of a two-rarefaction approximate Riemann solver for Sy and Sg. By simultaneously
considering the dry-bed problem, Sy and Sy are given by

SL_{uR2\/gTR if iy =0
min(uy — \/ghe, us — \/ghy) if h.>0
and
SR:{uL+2\/g7L if hg =0 (14)
max(ug + \/ghg, us + \/gh.) if hg>0

where ur, ur, h. and hg are left and right initial values for a local Riemann problem, and
u, and h, are calculated from

ue = 3 (uL + ur) +\/ght — /ghr (15)

and

2
e = |5 (VR + Vi) + 5 — ) (16)

As to the middle wave speed Sy, Toro [4] suggests that the following choice is most suitable

for dry-bed problems:

Sy = Sthr(ur — Sr) — SrAL(ur — Si)
hr(ur — Sr) — hr(ur — S)

The above scheme is used for computing the interface flux in the x-direction. The method
is extended to the y-direction in a similar way.

(17)

4.2. Unsplit MUSCL-Hancock method

When directly implementing the HLLC approximate Riemann solver to evaluate interface
fluxes in the context of a Godonov-type method, the scheme is merely first-order accurate.
Herein, an unsplit MUSCL-Hancock method is used to construct a second-order accurate
Godunov-type scheme by updating the conservative variables using a predictor step and a
corrector step. The predictor step computes a temporary cell-centre value over the half time
interval At¢/2

—n n At At At
“Jl/z =u;; + E(f(ui—l/z,j) — (w1 12,5)) + m(g(“i,/’—l/z) —g(uj12)) + > SiJ (18)

where the flux vectors f(u;_i/2;), f(wi11/2,,), g(w;;—12) and g(u;;412) are evaluated at mid-
points of cell faces by linear interpolation of cell-centre values, via

u(x,y):ui,j—i—r'Vu,-,j (19)

in which (x, y) represents a point at the midpoint of a cell face of an arbitrary cell; r is the
vector from the cell centre to point (x, y) with the right being defined as the positive direction,
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and Vu,; is the gradient vector. The predictor step does not require Riemann solutions and
the interface fluxes are evaluated within each cell using interpolated values at the extremities
of the inner interfaces. In practice, the flow states are usually different at either side of an
interface and so the fluxes are distinct at the inner and outer interfaces. Therefore in the
predictor step, the use of inner fluxes to represent the overall fluxes through the cell face is
non-conservative. However, this step does not really affect the conservative character of the
overall method as the step is only intermediate, and the ultimate interface fluxes are calculated
using the HLLC approximate Riemann solver in the corrector step over a full time step, which
is fully conservative [34].

The corrector step involves employing Equation (10) to update the conservative variables
over a time step. The left and right Riemann states at cell interface i + 1/2 are evaluated from

n+1/2 n __=n+1/2
U, = +r-vu and ul,=wy 7 41V, (20)

=n-+1/2 —n+1/2

where 1, and u;,'; are the predicted values at cells (i,j) and (i + 1,/) calculated by
Equatlon (18); r is the normal distance vector from the cell centroids to the midpoint of cell
face i+ 1/2 with right being the positive direction; Vu}; and Vu},, ; are gradient vectors. Hu
et al. [35] suggest that the use of Vu}; and Vu},, ; to construct the Riemann states in the

corrector step of the MUSCL-Hancock scheme gives better results than the use of Vu“+1/2

and Vu:fll/jz The Riemann states at the other three cell faces are calculated in a similar way.

4.3. Slope limiter

A slope limiter is used to damp numerical oscillations that would otherwise result from the
second-order Godunov-type solver when applied to discontinuous flows. When evaluating the
values of the conservation variables at the cell faces, Equations (19) and (20) are replaced
by

ll,url/z,j :u,‘,j + % \I/(V) . All]oc and u;_ 12, = \II(I") All]oc (21)

in which Awg =u;; —w;_;;, ¥(r) is a slope limiter which is a function of , and r is the
ratio of successive gradients given by

7= Ay, /Al (22)

where Au,,, =u;y; — u; ;.

There are several choices for the slope limiter. In the present work, a minmod limiter is
used because numerical experiments show that the use of minmod limiter can produce more
stable results. The minmod limiter is defined as

U (7) = max[0, min(r, 1)] (23)

4.4. Stability criterion

The foregoing numerical scheme is explicit, and its stability is governed by the Courant—
Friedrichs—Lewy (CFL) criterion. For a 2D Cartesian grid, the CFL criterion for choosing an
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appropriate time step, A¢, may be expressed

Ax,« Ayl

i + v/ ghi |v;| + V ghi

where C is the Courant number specified in the range 0 <C <1, Ax; and Ay; are the dimen-
sions of cell i in the x- and y-directions, u; and v; are the cell-centre depth-averaged velocity
components, and #4; is the cell-centre water depth. In the present scheme, the time step is
predicted in the previous iteration using Equation (24) and the Courant number C is set to
0.8 for all test cases to ensure stability.

At = C - min (24)

4.5. Boundary conditions

Two types of simple boundary conditions are used herein, i.e. transmissive open and reflective
slip closed boundary conditions [4]. In the context of a quadtree grid, the boundary conditions
are imposed as follows. At open (transmissive) boundaries

ho=hi, uy=u;, vo=0

(25)
hm+1 = hm: Um+1 = U, Um+1=Unm
At solid (slip) boundaries
ho="hi, uo=—u, vo="0
(26)
hm+l = hm’ Umpr1 = —Up, Um+1 = Un

Here, u is the velocity normal to the wall; v denotes velocity component tangential to the
wall; 0 and m + 1 are fictitious cells outside the computational domain.

5. RESULTS

In all cases, the grid adaptation criteria are based on the root mean square values of the free

surface gradient [31],
B a\? a2
o= (5 + (5) @

The value of © is prescribed and adjusted numerically by trial and error in each case.

5.1. Test of equilibrium state of a flow with non-regular bed-slope

In order to validate the performance of the present flux-gradient and source term balanced
shallow water equations and its ability to deal with source terms, test cases on a circular shal-
low basin with non-regular bed profiles are considered herein. The circular basin considered
herein has an axially symmetric bathymetry with the still water depth being a function of radial
distance from the basin’s centre. The bathymetry has an x-direction cross-section as shown in
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Figure 6. Equilibrium state test: (a) cross-section of the circular basin; (b) temporal history
of u; and (c) temporal history of (.

Figure 6(a) with still water depth 4 being determined by the following formula:

1 11 7\
th<2+(2—2RO> >—0.1 (28)

where H =0.5m is a weighted mean water depth, r is the distance from the basin centre, and
Ry =120 m is the radius of the circular basin. The still water surface is indicated in Figure
6(a) by the horizontal solid line. The bed roughness coefficient for calculating bed stress terms
is set to Cy =0.08 in order to allow the flow converge back to equilibrium state quickly after
perturbation. Numerical computations are performed on a fixed quadtree grid with highest and
lowest subdivision level of 8 and 6, respectively. The grid has greatest subdivision on the
boundary with totally 5093 cells of which 2796 are leaf cells.

Firstly, the computations are carried out with the water surface right at the equilibrium state.
The model is run for 10000 s and, as expected, the flows are at rest throughout the whole
numerical processes. Then perturbation is added into the system by inclining the water surface
in x-direction as indicated by the dash-lines in Figure 6(a). Oscillating flows are then produced
and damped out after some time due to the bed frictions. The temporal changing histories of
free surface elevation and x-direction velocity component u are presented in Figures 6(b) and
6(c), and no velocity is induced in y-direction.

5.2. Circular dam break

Toro [4] proposed a circular dam-break test case involving a water cylinder of radius R=2.5m
in the middle of a 40m x 40m square computational domain, which is horizontal and assumed
to be frictionless. The water cylinder is 2.5 m in height and is enclosed by an infinitely thin
circular wall which is removed instantaneously at t =0s. The water depth outside the dam is
set to 0.5m or dry. Initially, the water throughout the domain is at rest. Transmissive lateral
wall boundary conditions are imposed. The initial quadtree grid has maximum and minimum
division levels of 9 and 5 with the finest subdivision in the area where the initial water
cylinder is located. The initial grid consists of a total of 6421 cells of which 4816 are leaf
cells. The minimum cell width is 0.078125 m.

Firstly, the wet-bed case is considered. During the simulation grid enrichment occurs up to
level 9 when © > 0.5, and grid coarsening is implemented when all four child cells of a given
cell have © <0.4 and their subdivision level is greater than 5. Figure 7 shows the free surface
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Figure 7. Wet-bed circular dam break. Left: radial profile of free
surface; and right: radial profile of velocity.
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Figure 8. Wet-bed circular dam break: temporal variation in
surface elevation at the centre of the domain.

elevation and particle velocity along a radial line crossing the centre of the initial dam-break
cylinder at different output times. At r=0.4s, it is observed that a primary shock wave is
propagating radially away from the centre. There is also a rarefaction moving radially towards
the centre, and about to reach the centre point of the original water cylinder. At t=0.7 s,
the rarefaction wave has reflected at the centre, and has begun to travel outward causing a
dip that can be seen in the free surface. The reflected rarefaction wave then continues to
move radially away from the centre, the water level drops almost to the bed and a secondary
inward moving circular shock wave forms by time # =3.5s. The secondary shock is due to the
reflected rarefaction wave over-expanding the flow [4]. At t=4.7 s, the primary shock wave
has almost reached the boundary, the secondary shock wave has reflected at the centre and
begun also to travel radially outward, and a slight dip at the centre has appeared. From the
figures, we can see that the quadtree grid (represented by the symbols at cell-centres) evolves
with the dam-break. Figure 8 shows the temporal variation in surface elevation at the centre
of the domain, and is in close agreement with the result obtained by Toro [4], who used
an inhomogeneous 1D version of the shallow water equations. Toro used an extremely fine
mesh, and so his prediction may be treated as almost corresponding to an analytical solution.

Next, consider the dry-bed case. In order to better capture the wet—dry front, the trigger
value for © is differently prescribed so that grid enrichment occurs up to level 9 when
©>0.02, and grid coarsening is implemented when © <0.008. The plots for free surface
elevation and particle velocity along a radial line crossing the centre of the initial dam-break
cylinder are presented in Figure 9 for different output times. Figure 10 shows the temporal
variation in surface elevation at the centre of the domain which is significantly different from
that for wet-bed case. It is evident from the results that no shock wave forms at the front.
And the front velocity is about four times bigger than that of wet-bed case. These findings
confirm Toro’s [4] conclusion that dry and wet-bed problems have solutions that are distinctly
different.

In order to examine the performance of the dynamically adaptive quadtree grid based
scheme, the wet-bed case has also been simulated on fixed uniform quadtree grids of subdi-
vision level 7 and 8, respectively. As can be seen in Figure 11, the dip in the free surface at
t=0.7s is properly simulated on the adaptive and level 8 uniform quadtree grids. This is not
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Figure 9. Dry-bed circular dam break. Left: radial profile of free surface;
and right: radial profile of velocity.

the case for level 7 uniform quadtree grid, which gives inaccurate results at the dip. The CPU
times are 104, 715 and 583 s for the uniform level 7, uniform level 8 and adaptive quadtree
grids, respectively, on a Pentium 800 MHz with 256 MB RAM personal computer. Therefore
by using a dynamically adaptive quadtree grid, the numerical model efficiently achieves high
resolution in cases where there are locally high gradients.

5.3. Frictionless rectangular dam break

The rectangular dam-break takes place in a 200m x 200 m domain with a flat horizontal fric-
tionless bed. Initially, the square basin is divided into two halves by an infinitesimally thin
dam. The still water depth in the left (upstream) half is 10 m while that in the right (down-
stream) half is set to be either Sm or dry. At =0, a section of the thin dam breaks abruptly,
as indicated in Figure 12. For both the wet and dry bed dam breaks, all the frictionless solid
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Figure 12. Frictionless rectangular dam break. Definition sketch.
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Figure 13. Frictionless rectangular dam break. Initial quadtree grid.
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Figure 14. Frictionless rectangular dam break. Wet-bed results at 1 =7.2's: (a) adapted grid; (b) water
depth contours; and (c) 3D representation of free surface.

walls are treated as reflective boundaries. Figure 13 shows the initial quadtree grid with finest
grid level set to 7 and coarsest to 5. The grid has a total of 2133 cells of which 1600 are
leaf cells.

In the wet-bed simulation, grid enrichment is undertaken when © > 0.1, and coarsening when
© <0.02. Figure 14 presents the dynamically adapted quadtree grid, water depth contours and
a 3D projection of the water surface at time ¢ =7.2 s after the dam has breached. A nearly
semi-circular shock wave can be seen propagating into the downstream half of the basin,
as water pours through the opening of the dam. Meanwhile, a rarefaction wave propagates
into the upstream half of the basin. Vortices occur immediately downstream of the sharp-
edges of the breach. The results agree closely with those obtained by many other researchers,
including Alcrudo and Garcia-Navarro [11], Anastasiou and Chan [15], Mingham and Causon
[36], Fujihara and Borthwick [37], and Rogers ef al. [31]. By using a dynamically adaptive
quadtree grid, high resolution is automatically obtained in those regions where the free surface
gradient is steep, such as the shock front and the two vortices.
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Figure 15. Frictionless rectangular dam break. Dry-bed results at =35 s: (a) adapted grid; (b) water
depth contours; (c) 3D representation of free surface; and (d) velocity field.

In the dry-bed simulation, different criteria are applied for the grid adaptation in order to
capture the wet—dry front accurately. Grid enrichment is undertaken when © > 0.02, and coars-
ening when © <0.005. Figure 15 gives the results at t =5s. Figure 16 shows the equivalent
results, for a wet downstream bed where the initial water depth was set to 0.01 m. No shock
wave front occurs in the dry bed simulation, unlike the wet-bed case. As the flood develops,
the wet- and dry-bed velocity fields are significantly different, as can be seen in Figures 15(d)
and 16(d). This confirms Toro’s [4] view that it is incorrect in principle to use finite wa-
ter depths to approximate the dry-bed problem. However, the results from wet-bed cases are
expected to be asymptotic to those of dry-bed problems when the initial downstream water
depth is small enough.

5.4. Dam-break flow into an L-shaped channel

In 1997, the CADAM group carried out laboratory dam break experiments using a rectangular
upstream reservoir connected to an L-shaped open channel, as sketched in Figure 17. The
channel bed elevation is 0.33 m above that of the reservoir bed so that there is a vertical
step at the entrance of the channel. Initially the total still water depth in the reservoir is
0.53m, and the water depth in the channel is either set to 0.01 m (wet-bed) or zero (dry-bed).
The reservoir and the channel are separated by a gate, which is opened suddenly to produce
dam-break flow.
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Figure 16. Frictionless rectangular dam break. Slightly wet-bed results at =35 s: (a) adapted grid;
(b) water depth contours; (c) 3D representation of free surface; and (d) velocity field.

At the channel entrance, the local head loss /4 due to a sudden contraction (at cell interface
i+ 1/2 where the contraction occurs) is

where ¢ is an empirical coefficient and u;. is the flow velocity in cell i + 1. The local head
loss effect is incorporated in the shallow water equations as a resistance stress [38], with

components
_ 2 2 — 2 2
Tex = pCUit V¥ TULn Ty = P&Vt \V Ui Ui (30)

which are simply added to the source terms in the momentum equations. Herein, the value
of ¢ is set to 0.8. Numerical experiments show that the results are not sensitive to the value
of &, perhaps because the vertical step from the reservoir to the channel is approximated by
a very steep slope S, =~ 10.75, which is equal to the ratio between the step height and the
minimum grid size.

Figure 18 depicts the initial quadtree grid. The maximum and minimum grid levels of
resolution are 8 and 6, respectively. There are a total of 2523 cells of which 1916 are leaf.
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Figure 17. CADAM dam break. Laboratory test layout (all dimensions are in cm).

Grid enrichment takes place when © > 0.1 and coarsening when © <0.05. According to Soares
Frazdo et al. [39], the bottom and wall friction Manning coefficients are set to 0.0095 sm~!/3
and 0.0195 sm~'3, respectively. Figures 19 and 20 present predicted and measured water
surface levels with time at different gauging points for the wet- and dry-bed cases, respectively.
In both wet- and dry-bed cases, the results at Gauge 1 depict the initially steep fall in free
surface elevation in the header tank from 0 to 15s after the initial dam break, followed by a
more gradual decrease in free surface elevation from 20 to 40s, and confirm that the numerical
tank is emptying in a physically correct manner. The predicted and measured primary step-like
changes in water level as the bore and its reflection from the elbow arrive at Gauges 2—4 are
in close agreement, indicating that the propagation speeds have been properly modelled. The
theoretical and experimental results are reasonably similar at Gauges 5 and 6, located beyond
the elbow, for both the wet- and dry-bed cases. At Gauge 2, the predicted water elevations
are higher than the measured values after the bore has arrived, and slightly lower afterwards.
These discrepancies are also evident in results presented by Soares Frazao et al [39] who
used a Boltzmann scheme to predict the dry-bed dam break hydrodynamics.
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5.5. Dyke break in a laboratory-scale rectangular basin

A dyke break flood onto a flat, horizontal basin has been undertaken in the Fluid Mechanics
Laboratory of Delft University of Technology, the Netherlands. Figure 21 illustrates the ex-
perimental layout, which consists of a closed reservoir containing water of initial depth equal
to 0.6 m separated by a solid dyke wall from a flat basin. The basin was initially dry or
contained still water to a low depth (0.05m for the case considered here). A gate opening of
40cm represented the breach, and was located in the middle of the dyke. The dyke-break was
modelled by lifting the gate at a constant speed of about 16 cm/s. According to Duinmeijer
[40], the basin has a smooth concrete bed corresponding to a Manning roughness coefficient
of 0.012 ms~!/3. Reflective boundary conditions are imposed at all solid walls.

Figure 22 depicts the initial quadtree grid representing the problem domain. The grid has
maximum and minimum grid levels of 9 and 6, respectively, and consists of 6197 grid cells
in total, of which 3011 are leaf cells. Grid enrichment is undertaken when © >0.01, and
coarsening when © <0.005.

It should be noted that because the gate is lifted up slowly during the experiment, the
initial stages of the computational procedure are modified at the gate flow cells before the
gate is fully opened. When the vertical gate opening distance 4, is less than the water level
either side of the gate, the gate is treated as a solid boundary. In this case, the water depth
at the gate is set to A, and the discharge per unit width Q calculated using the formula for
submerged culvert flow [41]

0 = Cihy/2g(H — Cyhy,) (31)

where H is headpond water level and is set to 0.6 m here, and C), is the contraction coefficient
representing the combined effect of vertical and horizontal contractions and equal to 0.6 for
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Figure 19. CADAM dam break. Wet-bed test predicted and measured water surface time histories:
(a) Gauge 1; (b) Gauge 2; (c) Gauge 3; (d) Gauge 4; (e) Gauge 5; and (f) Gauge 6.

culvert with square edges. In this case, the culvert is very short, and so Cj, has been modified
to 0.9 and 0.6 for the wet- and dry-bed cases, respectively (from numerical experiments).
After the gate is fully lifted, further local head losses should be taken into account because
the width of the opening is small compared with the length of the dyke wall. Here, the local
head loss is again modelled using Equation (30) with £ set to 0.8, at cells immediately either
side of the gate opening.
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Figure 20. CADAM dam break. Dry-bed test predicted and measured water surface time histories:
(a) Gauge 1; (b) Gauge 2; (c) Gauge 3; (d) Gauge 4; (e) Gauge 5; and (f) Gauge 6.

Figure 23 presents the free surface elevations and adapted quadtree grids at r=2, 4, 10
and =18 s, respectively, for a case where the flat basin contains water of initial depth
0.05 m. During the early stages of the dyke break, an almost semi-circular shock front (i.e.
a bore) propagates radially away from the middle of the gate opening. The bore is followed
by a rarefaction wave (a moving hydraulic drop) that is pushed radially downstream by the
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Figure 21. Delft University of Technology dyke break: top view and side view of the experiment layout.
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Figure 22. Delft University of Technology dyke break: initial quadtree grid.

strength of the jet through the gate opening. By ¢t =4s, the bore front is nearly circular, except
where it reflects at the lateral walls. There is a plateau behind the bore, and then a hydraulic
drop (the rarefaction wave) that continues to be pushed downstream by the supercritical radial
jet-like flow through the gate opening. Divergent hydraulic jumps are located either side of
the jet. At later times, the bore front becomes nearly straight as it propagates downstream.
Interacting curved bore-reflection waves are evident in the elongating flow region upstream
of the bore until the rarefaction wave is reached. Further upstream, the bore reflection waves
coalesce with the hydraulic jump on either side of the jet. The rarefaction wave remains
centred about 5 m from the gate opening from #=10 to 18 s, but with increasing sharply
defined curvature about the centreline of the basin. The rarefaction wave extends across the
basin in a laterally complicated manner, being affected by wall reflections. Figure 24 presents
a plot of the predicted bore front locations at times t=1, 2, 3 and 4 s. Figure 25 shows
predicted and measured time-dependent water depth histories at gauge points located—I1, 6
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Figure 23. Delft University of Technology wet-bed dyke break: free surface elevation, contour plots
and adapted quadtree grids: (a) t=2s; (b) t=4s; (¢c) t=10s; and (d) t=18s.
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Figure 24. Delft University of Technology wet-bed dyke break: numerical front
bore positions at t=1s; t=2s; t=3s; t=4s.

and 13m from the centre of the gate opening in the downstream direction. There is a steady
decrease in water level upstream of the gate opening. The other plots show the development
of the bore front as it progresses downstream from the gate opening. The present results are
in close agreement with the experimental measurements and alternative numerical predictions
obtained at Delft University of Technology [40,42]. The predicted and measured front speeds
downstream from the gate opening are each approximately 1.6 m/s.

Figures 26-28 show the equivalent results when the basin is initially dry everywhere. The
time-histories of water surface elevation are very similar to those obtained in the laboratory by
Duinmeijer [40]. The bore front is greatly reduced, and perhaps only exists in the simulation
as a consequence of the assumption of culvert flow as the gate opens. At the early stages,
the flow spreads away from the gate opening with an almost circular flood of fairly uniform
depth. The wet—dry interface is more that of a contact wave than a front. After r =4s, the
wet—dry interface reaches the side walls, and reflection occurs. The wet—dry front straightens,
and behind it a pattern of reflected curved waves can be seen by ¢ = 18s. Overall, the contact-
type wet—dry front moves significantly faster than the bore in the previous case, as can be
seen from Figure 27, where the downstream speed varies from 2.4 to 1.8 m/s, in reasonable
agreement with the experimental data of Duinmeijer [40].

6. CONCLUSIONS

This paper has described a Godunov-type finite volume numerical solver of the hyperbolic
shallow water equations based on dynamically adaptive quadtree grids. The model uses the
MUSCL-Hancock-type HLLC approximate Riemann solver to evaluate cell interface fluxes.
Detailed predictions of standard dam break tests are presented, and the results found to be in
close agreement with alternative schemes in the literature. The performance of the dynamically
adaptive quadtree-based scheme has been compared against uniform fixed quadtree grids for
a circular wet-bed dam break. It is found that the dynamically adaptive approach offers high
resolution while maintaining computational efficiency in cases where the flow gradients are
locally steep. The results presented for the dry-bed circular dam break are at a resolution that
should be useful for benchmarking 2D shallow water solvers. The predictions of the dam break
into an L-shaped channel are remarkably similar to the experimental measurements obtained
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Figure 25. Delft University of Technology wet-bed dyke break: time histories of water depth at different
gauge points (left: numerical predictions from the present model; right: alternative numerical results and
experimental measurements obtained by Duinmeijer [40]).

by the CADAM group. The present scheme reproduces correctly the bore hydrodynamics
including reflection effects as well as the emptying of the tank. Numerical predictions of a
dyke-break at laboratory-scale are very similar to experimental data from Delft University
of Technology, and provide a detailed picture of the complicated evolution of the flood
hydrodynamics over a flat bed where lateral walls are present.
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(b)

Figure 26. Delft University of Technology dry-bed dyke break: free surface elevation, contour plots and
adapted quadtree grids: (a) t=2s; (b) t=4s; (c) t=10s; and (d) t=18s.
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Figure 26. Continued.
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interface positions at t=1s; t=2s; t=3s; t=4s.

NOTATION

inviscid flux Jacobian matrix

Chézy coefficient or Courant number

wave celerity

bed roughness coefficient

contraction coefficient

Coriolis parameter

flux vectors

free surface elevation above still water level

empirical coefficient for local head loss

acceleration due to gravity

headpond water level

total water depth

still water depth

height from the bed to the foot of a gate

local head loss due to a sudden contraction or vertical step
left eigenvector matrix

Manning coefficient

unit vector

Cartesian components of the unit vector n

discharge per unit width

distance vector

gradient ratio

right eigenvector matrix

vector of source terms of the shallow water equations
speeds of the left, shear and right waves of the Riemann solution
bottom slope components in the x- and y-directions

time

vector of conserved variables

depth-averaged velocity components in the x- and y-directions
water density

horizontal and vertical Cartesian co-ordinates in physical plane
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Figure 28. Delft University of Technology dry-bed dyke break: time histories of water depth at different
gauge points (left: numerical predictions from the present model; right: alternative numerical results and
experimental measurements obtained by Duinmeijer [40]).

Thys Thy bed shear stress components in the x- and y-directions
T¢ resistance stress due to local head loss

Ax, Ay cell length in x- and y-directions, respectively

S} free surface gradient adaptivity parameter

v slope limiter

At time step

Ay Aoy A3 eigenvalues
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Txs Twy free surface shear stress components in the x- and y-directions
0 o0 0 C . .

-, =, — partial differential coefficients

o’ ox’ dy

Subscripts

i,j grid cell indices

L, R left and right directions

* star region of the Riemann solution

Superscripts

L,R left and right Riemann states of either side of a cell interface
n time levels
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